
Last month, Amer i can teach ers pre vailed in a law suit with their school dis trict over a com puter
pro gram that as sessed their per for mance. The sys tem rated teach ers in Hous ton by com par ing their
stu dents’ test scores against state av er ages. Those with high rat ings won praise and even bonuses.
Those who fared poorly faced the sack.

Some teach ers felt the sys tem marked them down with out good rea son, but they had no way of
check ing if the pro gram was fair or faulty: the com pany that built the soft ware, the SAS In sti tute, saw
its al go rithm as a trade se cret.

But a fed eral judge ruled that use of the Ed u ca tional Value Added As sess ment Sys tem could vi o- 
late teach ers’ civil rights. In set tling the case, the school dis trict paid the teach ers’ fees and agreed to
stop us ing the soft ware.

The law has treated oth ers dif fer ently. When Wis con sin po lice ar rested Eric Loomis in 2013 for
driv ing a car used in a shoot ing, he got a hefty prison term in part be cause the com puter al go rithm
Com pas judged him at high risk of re of fend ing. Loomis chal lenged the sen tence but his stand was re- 
jected by the Wis con sin supreme court.

The ar rival of ar ti fi cial in tel li gence has raised con cerns over com put erised de ci sions to a new high.
Pow er ful AIs are pro lif er at ing in so ci ety, through banks, le gal firms and busi nesses, into the Na tional
Health Ser vice and gov ern ment. It is not their popularity that is prob lem atic; it is whether they are
fair and can be held to ac count.

Re searchers have doc u mented a long list of AIs that make bad de ci sions ei ther be cause of cod ing
mis takes or bi ases in grained in the data they trained on.

Bad AIs have flagged the in no cent as ter ror ists, sent sick pa tients home from hospi tal, lost peo ple
their jobs and car li cences, had peo ple kicked off the elec toral reg is ter, and chased the wrong men for
child sup port bills. They have dis crim i nated on the ba sis of names, ad dresses, gen der and skin colour.

Bad in ten tions are not needed to make bad AI. A com pany might use an AI to search CVs for good
job ap pli cants. If the cul ture at the busi ness is healthy, the AI might well spot promis ing can di dates,
but if not it might sug gest peo ple for in ter view who think noth ing of tram pling on their col leagues.

How to make AIs fair, ac count able and trans par ent is now one of the most cru cial ar eas of re- 
search in the field. Most AIs are made by pri vate firms which do not let out siders see how they work.
And many AIs em ploy such com plex neu ral net works even their de sign ers can not ex plain how they
ar rive at an swers. The de ci sions are de liv ered from a “black box” and taken on trust. That may not
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mat ter if the AI is rec om mend ing the next Game of Thrones se ries. But the stakes are higher if it is di- 
ag nos ing ill ness or hold ing sway over a per son’s job or prison sen tence.

Last month the AI Now In sti tute, at New York Univer sity, which re searches the so cial im pact of
AI, urged pub lic agen cies re spon si ble for crim i nal jus tice, health care, wel fare and ed u ca tion to ban
black box AIs since their de ci sions could not be ex plained. “We can’t ac cept sys tems in high-stakes
do mains that aren’t ac count able to the pub lic,” said Kate Craw ford, a co-founder of the in sti tute. The
re port said AIs should pass pre-re lease tri als and then be mon i tored so that bi ases and nd other faults
are swiftly cor rected.

Tech firms know that reg u la tions and pub lic pres sure may soon de mand AIs ex plain their de ci- 
sions, but de vel op ers want to un der stand them too.

Klaus-Robert Müller, pro fes sor of ma chine learn ing at the Tech ni cal Univer sity of Ber lin, trained
an AI to di ag nose breast can cer. To un der stand how their AI reached de ci sions, Müller and his team
de vel oped an in spec tion pro gram, Lay er wise Rel e vance Prop a ga tion. LRP was used to work out how
two top-per form ing AIs recog nised horses in a vast li brary of images. While one AI fo cused on the an- 
i mal’s fea tures, the other sim ply used some pix els near each im age – which held a copy right tag for
the horse pic tures. The AI worked per fectly but for spu ri ous rea sons. “It’s why open ing the black box
is im por tant. We have to be sure we get the right an swers for the right rea sons,” said Müller.

In many cases the AI black box need not be opened. San dra Wachter, a lawyer and re searcher in
data ethics and al go rithms at the Ox ford In ter net In sti tute and Alan Tur ing In sti tute, worked with
her col leagues Brent Mit tel stadt and Chris Rus sell to de velop an other ap proach. In stead of ex pos ing
an AI’s full in ner work ings, it fig ures out what it would take to change the AI’s de ci sion.

For some re searchers, the time to start reg u lat ing AI has ar rived. Craig Fa gan, pol icy di rec tor at
Tim Bern er sLee’s web foun da tion, said: “We have seen too many slip-ups, and AI is too pow er ful not
to have gov ern ment be part of the so lu tion.”

Joanna Bryson, an AI re searcher at the Univer sity of Bath, thinks AI com pa nies might be reg u- 
lated like ar chi tects, who learn to work with city plan ners, cer ti fi ca tion schemes and li cences.

In Bri tain and across the con ti nent, the gen eral data pro tec tion reg u la tion (GDPR) comes into
force in May. It gives peo ple the right to know when com pa nies are mak ing au to mated de ci sions of
any im por tance about them; it also men tions a right to ex pla na tion and a right to challenge au to- 
mated de ci sions.

In prac tice though, GDPR is far weaker than the rights sug gest. The right to be in formed ap plies
be fore de ci sions are made, not af ter the fact. And de ci sions can be chal lenged only when they are
com pletely au to mated and the out come of the de ci sion has le gal or sim i larly sig nif i cant ef fects. The
obli ga tion van ishes if there is the slight est form of hu man in volve ment. The right to ex pla na tion ap- 
pears still weaker. In early drafts the Euro pean par lia ment pro posed mak ing the right legally bind ing,
but it was d de moted to guide line level.

Along with Lu ciano Floridi and Brent Mit tel stadt at the Ox ford In ter net In sti tute, Wachter has
called for a Euro pean AI watch dog to po lice the tech nol ogy. The body would send in de pen dent in ves- 
ti ga tors into or gan i sa tions to scru ti nise their AIs. To keep peo ple safe, AIs could be cer ti fied for use in
are nas such a as medicine and crim i nal jus tice.

“We need trans parency … but above all we need a mech a nism to re dress w what ever goes wrong,
some kind of om buds man. It’s only the gov ern ment that can do that,” said Floridi.


