
Be ware AI

Wouldn’t it be great if your smart phone could call your hair dresser and book an ap point -
ment, or hag gle with your fa vorite restau rant for din ner reser va tions? This past May,

New forms of ar ti � cial in tel li gence aimed at mak ing our lives eas ier also
pose a dan ger ous threat

Tech nol ogy
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Google demon strated soft ware, called Du plex, that can do just that. The au di ence of
techies was suit ably as ton ished. But con sider what it might be like to be on the other end of
that con ver sa tion—to get a call from a com puter sound ing like a real hu man?
That’s how good the next wave of AI is go ing to be, and it’s not just creepy; it’s dan ger ous.
Se cu rity mavens are speci�  cally con cerned with “bots”—soft ware on the in ter net de -
signed to per form tasks with a high de gree of au ton omy. With soft ware like Google’s Du -
plex, bad ac tors could use bots to im per son ate not only people but people you know, such
as a friend or fam ily mem ber.
“Think about this: An at tacker records my wife’s voice, ‘learns’ it us ing AI, and now he can
craft a tar geted cam paign call ing me from my wife’s [fake] phone num ber,” says Rahul
Kashyap, pres i dent and CEO of Awake Se cu rity. “At that point, he could try any thing, like
ask ing me to trans fer a par tic u lar amount to a bank for some gen uine-sound ing rea son.”
The same
could con ceiv ably hap pen with CEOS, pres i dents or four-star gen er als.
To day, scam mers spend a lot of time car ry ing out their plots, which lim its the num ber of
po ten tial vic tims. As AI grows in so phis ti ca tion, hack ers will be able to au to mate their
hacks by mak ing their own pow er ful bots, cre at ing a per sonal-pri vacy night mare. For in -
stance, those look ing to steal your pass words or bank ac count num bers could tar get thou -
sands of people in sec onds with phone calls that sound as if they’re com ing from some one
they know per son ally. “Du plex tech nol ogy would make it pos si ble to do so cial engi neer ing
at tacks on a mas sive scale,” says Ro man Yam pol skiy, di rec tor at the Cy ber se cu rity Lab at
the Univer sity of Louisville.
Voice im per son ations may still be a few years away, but AI bots have cre ated a se cu rity risk
with out it; they are quickly be com ing com mon place as a me di a tor be tween cus tomers and
in sti tu tions. The note you got from your bank about a credit card pur chase or the bal ance
of your check ing ac count? That was prob a bly gen er ated by a bot.
The same holds true for alerts from your phone com pany about this month’s data limit or
from the ship ping com pany about your pack age that was just de liv ered or from the “per -
son” mes sag ing you on an air line’s web site. Hack ers are in creas ingly im per son at ing these
mes sages, so a link that looks as if it comes from your bank may in fact be a “phish ing”
ruse de signed to trick you into giv ing away per sonal in for ma tion. Rob May, CEO of Talla,
the com pany be hind Botchain, pre dicts that in two or three years, we will live in a world
“where any time you get a text, voice or email mes sage, it will be di�  cult know if you are
deal ing with a hu man or a bot.”
The tech nol ogy is “open sourced,” mean ing any com pany can use it for free. To stay safe,
avoid giv ing out per sonal in for ma tion and learn to be skep ti cal of bots that ask too many
ques tions. The good news: Botchain is work ing on tech nol ogy for cer ti fy ing good bots
from bad. The less good news: For the next few years, bot tech nol ogy will likely out pace
the abil ity of se cu rity ex perts and the pub lic to keep up.


